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Abstract

Based on a scope of 10,120 articles on ANNs, this paper uses data mining including association rules and cluster analysis, to survey
these ANNs papers through keyword classification and clustering of articles from 1995 to 2005, exploring the ANNs methodologies and
application developments during that period. The four decision variables of keywords, author’s nationality, research category, and year
of publication, are implemented for data mining with total of 110,080 data items. The research findings show that some specific ANNs
methodologies and applications pattern can be extracted from the mining results, and these describe the ANNs development over this
period. In addition, using more data mining approaches for analysis could provide different explanations for ANNs development.
Finally, discussion and brief conclusion are presented.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Artificial neural networks (ANNs) are computational
modeling tools that have been extensively used in many dis-
ciplines to model complex real-world problems. ANNs
may be defined as structures comprised of densely inter-
connected adaptive simple processing elements (called arti-
ficial neurons or nodes) that are capable of performing
massive parallel computations for data processing and
knowledge representation (Schalkoff, 1997). Although
ANNs are drastic abstractions of their biological counter-
parts, the idea of ANNs is not to replicate the operation
of the biological systems but to use what is known about
the functionality of the biological networks in order to
solve complex problems. Neural networks discover pat-
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terns and relationships in massive amounts of data by using
hardware and software that simulates the processing pat-
terns of the human brain. Contrary to conventional com-
puting methods, ANNs are ‘trained’ to produce the
desired input–output relationships. During the training
(learning) phase, examples of data are presented to the net-
work and, using a learning algorithm, the parameters are
tuned to adjust the network behavior. According to avail-
able knowledge of the problem, and the objective of the
operator, the learning procedure employed can be either
‘supervised’, ‘unsupervised’, or both. The supervised learn-
ing procedure is performed with pairs of known input–out-
put patterns, whereas unsupervised learning consists of
presenting training examples to the network input while
the network organizes itself progressively to reach maximal
separation between the naturally occurring classes of exam-
ples. The principal applications of ANNs have been in the
area of pattern recognition. Here, a pattern is turned into a
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feature vector, which is then used as ANN input, and the
output is interpreted as identifying the input to be a
member of one of a number of classes of possible inputs.
An important quality of neural networks (referred to as
generalization) is that when they are correctly trained, neu-
ral networks can appropriately process data that have not
been used for training. The most popular neural networks
are multilayer perceptions, which are generally supervised–
trained with the error back-propagation algorithm (Rumel-
hart, Hinton, & Williams, 1986). One major property of
these networks is their ability to find non-linear surfaces
separating the underlying patterns, which is generally con-
sidered to be an improvement on conventional methods.

On the other hand, radial basis function (RBF) network
is a particular class of multilayer networks (Poggio & Gir-
osi, 1989), where learning occurs usually in two stages:
learning in the hidden layer (usually by an unsupervised
bottom–up self-organizing method such as K-means clus-
tering) followed by the output layer (a top–down super-
vised method such as least squares estimation). RBF
networks have two important advantages: finding the input
to output map using local approximators, and rapid learn-
ing requiring fewer examples. Another popular class of net-
works is the self-organizing map, or Kohonen network
(Kohonen, 1988). A Kohonen network consists of two fully
connected-unit layers. The output layer is generally ordered
in a low-dimensional framework (a one-dimensional array
or a two-dimensional matrix) of units. The objective of this
network is to build a map where units of an area are acti-
vated when inputs with similar characteristics are pre-
sented. Among the other popular networks are adaptive
resonance theory (ART) networks and their derivates
(ART1, ART2, fuzzy ART, etc.) (Carpenter & Grossberg,
1992) and Hopfield models (Hopfield, 1982). One quality of
neural networks is that they can be considered as non-lin-
ear statistical methods. Nevertheless, a large amount of
data is required to overcome the existing non-linearities
in the data structure. Therefore, the attractiveness of
ANNs comes from the remarkable information processing
characteristics of a biological system such as non-linearity,
high parallelism, robustness, fault and failure tolerance,
learning, ability to handle imprecise and fuzzy information,
and their capability to generalize.

This research began on June 2005, and it was first based
on a search in the keyword index of article for ‘neural net-
works’ on the Elsevier SDOS, IEEE Xplore, Blackwell
Synergy, Wiley InterScience, and Taylor & Francis online
database, for the period from 1995 to 2005, in which
10,120 articles were found on 30 June 2005. Based on a
scope of 10,120 articles on ANNs, this paper uses a data
mining approach including association rules and clustering
analysis to survey the ANNs through keyword classifica-
tion and clustering of articles from 1995 to 2005. Based
on this, the ANNs methodologies and applications devel-
opment during that period are explored. The rest of the
paper is organized as follows. Section 2 introduces
research design. Sections 3 and 4 describe the data mining
process and its results. Section 5 discusses our findings, and
Section 6 contains a brief conclusion.

2. Research design

2.1. Why keywords are used as data source for literature
analysis?

Basically, there are three aspects for research, including
research problem, theory, and methods/tools. Sometimes,
the research objective and motivation is described as the
research problem, which contains the nature of a specific
problem domain. In addition, a problem domain might be
a person, a group of people, an organization, an object,
or an event, which can be estimated and evaluated. This
means that a problem domain has specific domain knowl-
edge with certain complexity and that this knowledge may
exist either tacitly or explicitly under different situations
and conditions. This form of domain knowledge could be
a threshold to researchers who have limited understanding
of this problem domain. This means that researchers should
understand or learn something on research problem domain
knowledge before starting their research. On the other
hand, a research problem may describe a process or proce-
dure of research experiment, case study, system develop-
ment, or modeling on a specific research field. These
processes or procedures focus on a limited scope that social
science or natural science can manipulate and observe the
research problem by collecting and analyzing data from
the problem domain. In this regard, a study must define
the research process or procedure in order to illustrate the
research scope from real-world situations or conditions. A
research problem is a logical description to show why a
study is critical or what is its contribution and originality
in a specific problem domain. Without good enough
domain knowledge, the research problem can be the most
difficulty part of work at the initial stage of research.
Because a researcher must spend great amount of time to
understand the domain knowledge deeply and then can pro-
vide a basis to understand and define the research scope.

On the other hand, once the scope of a research problem
domain has been determined, researcher can describe
research problem by citing specific theory. A theory is gen-
eralized phenomena, which presents results or findings from
specific research experiment or long term observation with
systematic approach. However, a phenomenon can be
extended to different theories on different research problem
domain. For example, in physics, the principle of inertia
states that objects continue in a state of rest or of uniform
motion unless acted upon by forces. In knowledge manage-
ment, the knowledge inertia describes that people may stem
from the use of routine problem solving procedures, stag-
nant knowledge sources, and following past experience or
knowledge (Liao, 2002). Due to diversity of research prob-
lem domains, researchers must to cite theory or read litera-
ture in relation to the research problem in order to fit how
people refer to a phenomenon in a specific problem domain.
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This might be a problem for a neophyte or in a new research
area for look for the appropriate literature in order to refer-
ence necessary articles to describe a research problem from
the huge mass of journals, magazines, and other research
materials. In this regard, a study might be different from
others with different theories, even though have similar
research phenomenon. Therefore, once a research problem
and the chosen theory are combined, the axis of a study has
been established. After that, when domain knowledge and
theories have been determined to describe a specific prob-
lem, certain research methods or tools, such as software,
hardware, measurement tools, can be implemented to solve
the research problem. At this stage, specific data format col-
lecting from the research problem domain is confined to
research methods or tools. Therefore, a researcher must real-
ize the fitness between the data format of a research problem
and its methods/tools, and then consider the possibility of
explaining the research problem from the experiment results.

In Fig. 1, this paper presents the research design. We
consider that a research article contains three aspects
including the research problem, theory, and methods/tools.
Furthermore, the keywords of a research article usually
include these three aspects, which present what problem
domain knowledge this research has, how it describes the
research problem, and where results come from specific
process or procedure with certain methods/tools. There-
fore, this might be an approach to reference literature using
a keyword index search from an online digital database to
help a researcher establish the research framework from
the three aspects as soon as possible. Thus, this paper uses
article keywords as a data source in order to investigate
ANNs methodologies and applications development over
the period from 1995 to 2005.

2.2. How the research starts?

On 30 June 2005, this research retrieved 10,474 articles
with using the keyword index search for ‘neural networks’
from the Elsevier SDOS, IEEE Xplore, Blackwell Synergy,
Wiley InterScience, and Taylor & Francis online databases,
for the period from 1995 to 2005. After that, we categorized
four data groups for analysis, including keywords (two
categories – methodologies and applications), year for pub-
lication (two data groups – before 2000 and after 2000),
research category (two categories – science and social sci-
ence), and first author’s nationality. By doing so, this paper
keys in those data on Microsoft Excel with designed data
classification and categories. During the data processing
stage, 354 articles were found to have no keywords and were
excluded from processing. Therefore, 10,120 articles were
considered in this research. Furthermore, the authors of
those articles used different keywords to denote similar
methodologies and applications, such as ‘fuzzy neural net-
work’ and ‘fuzzy-neural network’, or ‘forecast’ and ‘fore-
casting’. For consistency, this research generalizes all
keywords by selecting the most frequency terminology for
a keyword when indexing. Finally, total of 110,080 data
items were keyed into the database. This research estab-
lished relational tables on MS Access 2002 and transferred
them on the MS SQL Server within an OBDC environment
in order to implement data tables on SPSS Clementine.

2.3. Analysis approach – data miming

2.3.1. Association rules and the Apriori algorithm

Association rules have been widely employed in different
disciplines to explore relationships between data in the
database. If L = {l1, l2, . . . , ln} denotes the set of ANNs
methodologies and applications in the database, and both
X and Y represent decision variables which are subsets of
L and are independent, then an example of an association
rule is an implication of the form: X! Y, where X � L,
Y � L and X \ Y = B. Each association rule has the two
measurement standards of support and confidence (Wang,
Chuang, Hsu, & Keh, 2004). The support of a rule,
denoted by Sup(X), is the percentage of transactions in
the database, which contains the itemset X [ Y. All item-
sets which satisfy the support threshold, called minimum
support, are called large itemsets. During the core phase
of the algorithm, all large itemsets are generated. The con-
fidence of a rule, denoted by Conf (X! Y), is the percent-
age of transactions, which contain X and also contains Y
(Agrawal & Srikant, 1994; Tsechansky, Pliskin, Rabino-
witz, & Porath, 1999). In practical investigations, these
rules are usually regarded as ‘‘interesting’’ only if the sup-
port and confidence exceed certain threshold values (Coe-
nen, Goulbourne, & Leng, 2004). Moreover, the
judgment standard is called the lift, which is defined as:
Lift = Confidence(X! Y)/Support(Y) (Wang et al., 2004).

The best-known strategy for association rule mining is
called Apriori (Agrawal & Srikant, 1994; Kouris, Makris,
& Tsakalidis, 2005). Apriori algorithms read the recorded
data in the database repeatedly and generate large itemsets
after each reading. In order to reduce the calculation load
and enhance efficiency, only the support for candidate
itemsets are calculated.

2.3.2. Cluster analysis and K-means algorithm
The process of partitioning a large set of patterns

into disjoint and homogeneous clusters is fundamental
in knowledge acquisition. It is called Clustering in the
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literature and it is applied in various fields, including data
mining, statistical data analysis, compression and vector
quantization. The K-means is a very popular algorithm
and is one of the best for implementing the clustering pro-
cess. K-means clustering proceeds in the following order.
Firstly, K number of observations is randomly selected
from all N number of observations, according to the num-
ber of clusters, and these become centers of the initial
clusters. Secondly, for each of the remaining N � K obser-
vations, find the nearest cluster in terms of the Euclidean
distance with respect to xi = (xi1,xi2, . . . ;xip, . . . ,xiP) is
found. After each observation is assigned the nearest clus-
ter, the center of the cluster is re-computed. Lastly, after
the allocation of all observation, the Euclidean distance
between each observation and cluster’s center point is cal-
culated to confirm whether or not it is allocated to the
nearest cluster. In addition, the K-means algorithm imple-
menting for cluster analysis as data mining approach has
been discussed on several researches (Kuo, Liao, & Tu,
2005; Vrahatis, Boutsinas, Alevizos, & Pavlides, 2002).

2.4. Data mining process

This paper proposes the association rule and clustering
analysis for data mining to extract knowledge from deci-
sion variables including keywords, year of publication,
research category, and first author’s nationality. Knowl-
edge extracted from these mining results can serve as useful
knowledge to survey the development of artificial neural
networks over the last decade. Fig. 2 presents the data min-
ing process.
 Database

Keywords

Year for publication

Authors' nationality 

Neural networks methodologies
and  applications  survey

Cluster analysis

Association rule analysis

Data  mining

Research category

Fig. 2. Data mining process.
2.5. Data mining tool – SPSS Clementine

In this research, SPSS Clementine is employed as data
mining tool for association rule and cluster analysis. The
difference between Clementine and other software is that
its data processing is through the use of nodes, which are
then connected together to form a stream frame. In addi-
tion, data visualization can present to users after mining
process has been done. All of the nodes can be divided into
six categories: the source node, record options node, field
options node, graphs node, modeling node, and output
node (shown in Fig. 3).

Source node: The source selection not only includes
those that can undergo the data connection node via the
open database connectivity (ODBC) and relational data-
base management system. It also includes nodes that can
input all sorts of common file contents.

Record options node: This is for the recording and cor-
rection of data. These operations are very important in
the data investigation stage of data interpretation and data
preparation stage, because these operations enable the data
to fulfill specific business needs.

Field options node: The field option node can help the
user do modeling and data preparation for the logical data
design stage.

Graphs node: This is one of the stages in the data mining
process that uses graphs for exploratory data analysis.
Another purpose is to examine the new record option’s dis-
tribution and relationships.

Modeling node: Modeling is the core of the data investi-
gation process. The modeling method of this node enables
the user to retrieve new information from the data and to
form a forecast model. These modeling methods are
derived machine learning (ML), artificial intelligence
(AI), and statistics, etc. All these methods have their own
advantages and are suitable for specific types of problem.
The algorithm includes:

(1) Decision Tree (C5.0, CART).
(2) Neural Net and RBF Function.
(3) Association Rule (Apriori, GRI).
(4) Sequence Detection.
(5) Cluster Analysis (K-means, Two-step and Kohonen).
(6) Regression (Linear Regression, Logistic Regression).
(7) Factor Analysis and PCA.

Output node: This offers one method to achieve data that
is related to the users and the model. It can output all types
of data in different forms to other software interfaces.

3. Association rule analysis

3.1. Keywords and methodologies/applications association

rules

This research categorizes keywords on 149 kinds of
methodologies and 2359 kinds of applications according



Fig. 3. Web diagram of keywords and methodologies/applications association.
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to the classification of research problem (applications), the-
ory (methodologies), and methods/tools (methodologies).
Therefore, both methodologies and applications contain
diverse classification content. Fig. 3 shows that association
rules exist in which two decision variables have more than
one-time association.

Technically, by reducing the threshold value of support
and confidence, the Apriori algorithm of Clementine can
increase the levels of decision variables. However, because
there are so many keywords for methodologies and appli-
cations, even setting the threshold value to one (anteced-
ent * 1 and consequent * 1), a system can only mine one
level of consequent and antecedent. Therefore, this
research mines association rules for keywords of methodol-
ogies and applications by setting min sup. = 5 and min
conf. = 5. By doing so, this research sets ‘methodology’
as antecedent of association rule and ‘application’ as the
consequent. Thus, the mining results show five association
rules of neural networks methodologies and applications in
Table 1.

In Table 1, ‘Back propagation’ and ‘Modeling’ are two
methodologies that show association rules. The methodol-
ogy ‘Back propagation’ and the application ‘Classification’
have a high association result, with the lift value of 2.14. In
addition, the methodology ‘Modeling’ together with the
applications ‘Associating networks’, ‘Pharmaceutical tech-
nology’, ‘Response surface methodology’, and ‘Classifica-
tion’ have highly associated results. In addition, the
keyword ‘Neural nets’ integrated with ‘Modeling’ and
Table 1
Association rules for keywords and methodologies/applications (min sup. = 5

Support Confidence Lift Consequent

1 7.60 9.10 2.14 Keywords (application) = Classific
2 5.80 5.10 17.15 Keywords (application) = Associat
3 5.80 5.10 17.15 Keywords (application) = Pharmac
4 5.80 5.10 10.29 Keywords (application) = Respons
5 5.80 5.10 1.20 Keywords (application) = Classific
‘Associating networks’ and ‘Pharmaceutical technology’
has a lift value of 17.15. This means that these methodolo-
gies and applications are well developed in the ANNs
research field.

3.2. Keywords and author’s nationality association rules

This paper uses the first author’s nationality as a decision
variable to investigate the relationship between methodolo-
gies/applications and the affiliation location of the author’s.
Sixty-five countries or areas are used to categorize the first
author’s affiliation. This means that authors from those
countries or areas have been participated in ANNs
research, and it shows that ANNs methodologies and appli-
cations are main research trend world wide. In addition, this
research sets ‘Keywords’ as the antecedent for association
rule and ‘Author’s nationality’ is the consequent, with a
threshold value of min sup. = 5 and min conf. = 5. Fig. 4
shows the results of these association rules.

There were 24 rules extracted from the mining results. A
total of 12 countries have highly association with ANNs
methodologies and applications, including China, Japan,
Taiwan, UK, USA, India, Turkey, Switzerland, Brazil, Tur-
key, France, and Spain. For example, ‘China’, has associa-
tion with methodologies of ‘Hopfield network’, and ‘Back
propagation’, where ‘Global exponential stability’ is the
antecedent of application. Similarly, ‘USA’ is associated
with the methodology of ‘Fuzzy logic’ and ‘UK’ is associ-
ated with the methodology of ‘modeling’. In addition, ‘Back
, min conf. = 5)

Antecedent

ation Keywords (methodology) = Back propagation
ing networks Keywords (methodology) = Modeling
eutical technology Keywords (methodology) = Modeling
e surface methodology Keywords (methodology) = Modeling
ation Keywords (methodology) = Modeling



Fig. 4. Web diagram of keywords and first author’s nationality association.
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propagation’ and ‘modeling’ are two methodologies highly
associated with the first author’s nationality. In addition,
Asian countries such as ‘China’, ‘Taiwan’, ‘Japan’, ‘Tur-
key’, and ‘India’ prefer to use ‘Back propagation’ as the
ANNs methodology. On the other hand, some non-Asian
countries such as ‘Switzerland’, ‘Brazil’, ‘Turkey’, ‘France’,
‘Spain’, and ‘UK’ generally use ‘Modeling’ as methodology.
More details are shown in Table 2.

3.3. Keywords and research category association rules

The research category categorizes retrieval articles as
either science (S) or social science (SS) based on the Thom-
son ISI science and social science categories. In the dat-
Table 2
Association rules for keywords and first author’s nationality (min sup. = 5, m

Support Confidence Lift Consequent

1 8.50 5.80 11.77 Author’s nationality =
2 8.50 7.00 4.41 Author’s nationality =
3 8.50 8.10 1.07 Author’s nationality =
4 7.00 5.60 4.39 Author’s nationality =
5 7.00 8.50 1.86 Author’s nationality =
6 7.00 5.60 1.14 Author’s nationality =
7 7.00 8.50 1.11 Author’s nationality =
8 6.20 6.30 16.06 Author’s nationality =
9 6.20 6.30 16.06 Author’s nationality =

10 6.20 11.10 2.25 Author’s nationality =
11 6.20 9.50 1.25 Author’s nationality =
12 10.10 6.90 1.18 Author’s nationality =
13 19.00 6.80 1.37 Author’s nationality =
14 7.60 7.80 2.32 Author’s nationality =
15 7.60 6.50 1.53 Author’s nationality =
16 7.60 7.80 1.25 Author’s nationality =
17 7.60 7.80 1.11 Author’s nationality =
18 7.60 9.10 1.07 Author’s nationality =
19 5.80 5.10 12.86 Author’s nationality =
20 5.80 5.10 3.03 Author’s nationality =
21 5.80 8.50 1.99 Author’s nationality =
22 5.80 5.10 1.77 Author’s nationality =
23 5.80 5.10 1.39 Author’s nationality =
24 5.80 11.90 1.18 Author’s nationality =
abases, we found that only 1/5 of the articles were in the
field of social science, with most of them in management
and business studies, such as stock market analysis, foreign
exchange forecasting, customer behavior research, and
credit scoring. Thus, the vast majority of ANNs studies
are in science research. Fig. 5 shows the association rules
for keywords and research category.

There were four association rules extracted from mining
results. In social science fields, only ‘Genetic algorithm’ is
highly associated with consequent and antecedent. This
implies that ‘Genetic algorithm’ has great likelihood to
be implemented as a methodology for different social sci-
ence applications. On the other hand, in the science
research field, ‘Back propagation’, ‘Modeling’, and ‘Fuzzy
in conf. = 5)

Antecedent

China Keywords (application) = Global exponential stability
China Keywords (methodology) = Hopfield network
China Keywords (methodology) = Back propagation
Japan Keywords (application) = Learning
Japan Keywords (methodology) = Genetic algorithm
Japan Keywords (methodology) = Fuzzy logic
Japan Keywords (methodology) = Back propagation
Taiwan Keywords (methodology) = Credit scoring
Taiwan Keywords (methodology) = Taguchi method
Taiwan Keywords (methodology) = Fuzzy logic
Taiwan Keywords (methodology) = Hopfield models
UK Keywords (methodology) = Modeling
USA Keywords (methodology) = Fuzzy logic
India Keywords (methodology) = Back propagation
Turkey Keywords (methodology) = Back propagation
Taiwan Keywords (methodology) = Back propagation
Japan Keywords (methodology) = Back propagation
China Keywords (methodology) = Back propagation
Switzerland Keywords (methodology) = Modeling
Brazil Keywords (methodology) = Modeling
Turkey Keywords (methodology) = Modeling
France Keywords (methodology) = Modeling
Spain Keywords (methodology) = Modeling
UK Keywords (methodology) = Modeling



Fig. 5. Web diagram of keywords and research category association.

Table 3
Association rules for keywords and research category (min sup. = 5, min conf. = 5)

Support Confidence Lift Consequent Antecedent

1 7.20 9.60 2.26 Keywords (application) = Classification Keywords (methodology) = Back propagation Category = S
2 9.00 8.80 1.93 Keywords (methodology) = Genetic algorithm Category = SS
3 5.20 5.70 1.33 Keywords (application) = Classification Keywords (methodology) = Modeling Category = S
4 90.80 5.20 1.06 Keywords (methodology) = Fuzzy logic Category = S
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logic’ are the main methodologies for implementation. In
addition, ‘Back propagation’ and ‘Modeling’ for methodol-
ogies integrated with the application of ‘Classification’
have a high lift value of 2.26. This means that these meth-
odologies and application are highly implemented in
ANNs science research (Table 3).

3.4. Keywords and year of publication association rules

The year of publication decision variable divided data
into two groups as articles in the period from 1995 to
Fig. 6. Web diagram for keywords an
2000, and in the period from 2001 to present. The reason
for choosing these periods was that the Internet was
opened to general users in 1994 and most digital journals
began online access in 1995. In this regard, this paper inves-
tigates whether there has been a difference in ANNs devel-
opment in the most recent five years. Fig. 6 shows the
association rules for keywords and year of publication.

Three association rules were found from the mining
results. Articles published before year 2000 used the meth-
odologies ‘Fuzzy logic’ and ‘Back propagation’. On the
other hand, only ‘Modeling’ is shown as an association rule
d year for publication association.



Table 4
Association rules for keywords and year of publication (min sup. = 5, min conf. = 5)

Support Confidence Lift Consequent Antecedent

1 37.70 5.80 1.17 Keywords (methodology) = Fuzzy logic Year = 1 (before 2000)
2 62.20 6.70 1.14 Keywords (methodology) = Modeling Year = 2 (after 2000)
3 37.70 8.10 1.07 Keywords (methodology) = Back propagation Year = 1 (before 2000)
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for articles published after 2000 (Table 4). We tried to
adjust the threshold value in order to extend applications
on mining consequent, although no further association
rules can be found.

4. Cluster analysis

Compared to association rule results, this research
implements cluster analysis in this section in order to inves-
tigate whether there are different results between associa-
tion rule and cluster analysis with the same decision
variables.

4.1. Keywords and methodologies/applications cluster

analysis

In Section 3.1, five association rules on keywords and
methodologies/applications were presented. Thus, this
research implements a self-automated clustering approach
on five data groups to compare the analysis results with
association rules. By doing so, mining results of cluster
analysis on keywords and methodologies/applications are
shown in Table 5.

Regarding methodologies, there are the five cluster sets
of ‘Genetic algorithm’, ‘Simulation’, ‘Artificial neural net-
work’, ‘Back propagation’, and ‘Modeling’. Percentage
number for each cluster set indicates the percentage of each
keyword for different clusters and levels. In addition, the
methodologies ‘Back propagation’ and ‘Modeling’, as well
as the applications ‘Classification’ and ‘Multilayer percep-
tion’ show high percentages on different clusters and have
similar results to association rules. On the other hand,
the combination of the methodology ‘Genetic algorithm’
Table 5
Cluster sets of keywords and methodologies/applications

Instances 351 460 267

Keywords
(methodology)

Genetic algorithm
(49.57%)

Simulation
(24.35%)

Art
net

Keywords
(application)

Pattern recognition
(2.56%)

Artificial neural
network (2.39%)

Fee
net

Table 6
Cluster sets of keywords and author’s nationality – country as decision variab

Instances 484 437

Country South Korea (16.94%) China (25.86%)
Keywords (methodology) Fuzzy logic (42.15%) Back propagation (37.99
Keywords (application) Data mining (1.65%) Learning (1.6%)
and the application ‘Pattern recognition’ has a high per-
centage for its cluster set. However, this finding does not
exist in association rules and is different from the associa-
tion rule analysis in Section 3.1. This means that different
data mining methodologies present different results for
keywords and methodologies/applications classification
and clustering.

4.2. Keywords and author’s nationality cluster analysis

Firstly, using the country as a decision variable for clus-
tering, the mining results show four clusters, which contain
the combination of country, methodology, and application
including ‘South Korea – Fuzzy logic – Data mining’,
‘China – Back propagation – Learning’, ‘USA – Back
propagation – Multilayer perception’, and ‘Taiwan – Mod-
eling – Artificial neural network’. In these clusters, only the
cluster set of ‘China – Back propagation – Learning’ has
the same result as the association rule in Section 3.2.
USA and Taiwan have new clusters on ANNs methodolo-
gies and applications. On the other hand, South Korea is
new cluster set that is not shown on association rule anal-
ysis (Table 6).

Secondly, when using keywords as decision variable for
clustering, there is the same cluster set of ‘Back propaga-
tion – Multilayer perception – China’ as from the associa-
tion rules in Section 3.2, and other cluster sets show new
classification. For example, ‘Genetic algorithm – Learning
– Japan’, ‘Fuzzy logic – Artificial neural network – Tai-
wan’, and ‘Simulation – Cybernetics – USA’. Accordingly,
different data mining methodologies also present different
results for keywords and author’s nationality classification
and clustering (Table 7).
268 379
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Modeling
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d forward neural
work (2.25%)

Classification, multilayer
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Classification
(1.85%)

le

600 587

USA (45.33%) Taiwan (16.18%)
%) Back propagation (21%) Modeling (33.22%)

Multilayer perception (1.5%) Artificial neural network (3.41%)



Table 7
Cluster sets of keywords and author’s nationality – keywords as decision variable

Instances 447 634 559 468

Keywords (methodology) Genetic algorithm (48.77%) Back propagation (43.69%) Fuzzy logic (23.79%) Simulation (27.78%)
Keywords (application) Learning (1.34%) Multilayer perception (1.89%) Artificial neural network (4.29%) Cybernetics (2.56%)
Country Japan (25.73%) China (17.82%) Taiwan (24.33%) USA (58.33%)
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4.3. Keywords and research category cluster analysis

Using the research category as the decision variable for
clustering, in science research the same results are found
as in association rule analysis for the classification of
‘Modeling – Classification – Data mining’. However, ‘Back
propagation – Pattern recognition’ and ‘Genetic algorithm
– Artificial neural network’ are new classifications for the
cluster set of keywords and research category, which is
different from the results in the Section 3.3. On the other
hand, in social science, the cluster set of methodologies
and applications are ‘Simulation’, ‘Artificial neural net-
work’, and ‘Data mining’, which are different from the
association rule of ‘Genetic algorithm’. Also, different data
mining methodologies present different results for key-
words and research category classification and clustering
(Table 8).

4.4. Keywords and year for publication cluster analysis

Using the year of publication as the decision variable for
clustering, three cluster sets were extracted by cluster anal-
ysis, showing a great difference from the association rules
in Section 3.4. Compared with the association rules in
Table 4, the similar mining result of association rule and
cluster analysis is found in the data group from 1995 to
2000. On the other hand, ‘Back propagation’, ‘Artificial
neural network’, and ‘Learning’ are a new cluster set that
is different from the association rule for articles published
from 2001 to 2005 in Table 4. This means that cluster anal-
ysis can find new classifications results for keywords and
year of publication (Table 9).
Table 8
Cluster sets of keywords and research category

Instances 537 626

Research category Science (99.81%) Science (100%)
Keywords (methodology) Back propagation (53.82%) Genetic algorith
Keywords (application) Pattern recognition (3.35%) Artificial neural

Table 9
Cluster sets of keywords and year of publication

Instances 777 648

Year of publication Before 2000 (79.54%) Before 20
Keywords (methodology) Fuzzy logic (27.03%) Back prop
Keywords (application) Data mining (2.19%) Classificat
5. Discussion

(1) Using keywords as literature review method has been
evaluated in some articles (Liao, 2003, 2005). How-
ever, those classification methods had no deep analy-
sis that compared different data groups with the
same decision variables. This research implements a
data mining approach including association rules
and cluster analysis in order to analyze the ANNs
literature through keyword classification and cluster-
ing of articles from 1995 to 2005 as a basis, exploring
the ANNs methodologies and applications develop-
ments during that period. By doing so, this paper
finds some association rules and cluster sets, that
describe different patterns in relation to ANNs meth-
odologies and applications. In addition, using differ-
ent data mining approaches, this research examines
for classification and clustering ANNs methodologies
and applications with different mining results. This
could be a literature analysis approach, which may
overcome the limitations of data analysis using a sin-
gle approach (Wong & Monaco, 1995; Wong & Selvi,
1998).

(2) This paper emphasis the importance using the key-
words of academic articles or theses for research
because these contain the three aspects of a research
including research problem, theory, and methods/
tools. In addition to the article title, by using the key-
words of an article, its central theme can be grasped
in order to understand if it relates to specific research
needs. Therefore, most online databases provide
search and advanced search functions using article
512 433

Social science (59.57%) Science (99.08%)
m (26.68%) Simulation (27.54%) Modeling (50.35%)
network (2.72%) Artificial neural network,

data mining (2.34%)
Classification,
data mining (1.85%)

683

00 (100%) After 2001 (100%)
agation (28.09%) Back propagation (17.57%)
ion (2.47%) Artificial neural network, learning (1.32%)
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keyword searches. This can help researchers reduce
the search time on thousand of journals. Therefore,
this research uses keywords as an index to investigate
the development of ANNs by searching for articles
on different online databases. We believe that digital
format articles and online databases will be an
increasingly important resource for research in the
future. In this regard, by searching more online data-
base a broader research scope and horizon can be
obtained.

(3) This research presents data mining results, which
describe association rules and cluster sets of ANNs
development over a specific period. Some methodolo-
gies and applications are classified as research pat-
terns, such as ‘Back propagation – Classification’,
‘Modeling – Classification’, ‘Genetic algorithm – Pat-
tern recognition’, ‘Back propagation – Multiplayer
perception’, and ‘Simulation – Feed forward neural
network’. This implies that most researchers imple-
mented those methodologies and applications in their
studies, and this could provide a basis for reviewing
the development of ANNs on these research issues
over the past decade. However, some advanced
ANNs methodologies and their applications are not
illustrated in this paper since it only provides a clas-
sification and clustering results for ANNs over a
broad direction. On the other hand, integration of
other methodologies with ANNs, such genetic algo-
rithms and mathematical algorithms for modeling,
are the trend of ANNs development. These algo-
rithms can either reduce research limits on specific
problem domain or increase capabilities for extending
the integration of methodologies and their applica-
tions. Therefore, this paper suggests that integration
of different methodologies and applications of ANNs
could be an alternative research field.

(4) This research implements association rules and clus-
ter analysis as a data mining approach. As we can
see, mining results are partially consistent under the
same decision variables. In this regard, this paper
suggests that using more data mining approaches,
such as decision tree, genetic algorithm, and even
ANNs, could implement the exploration of whether
different mining results could provide deeper explana-
tions on the development of ANNs. We expect that
different results of data mining on ANNs classifica-
tion and clustering could broaden our horizons from
other researches.

(5) Although 10,120 articles retrieved from five online
databases were used for analysis, some other articles
may have implemented similar ANNs methodologies
in their applications without an ANNs index, so they
may not have been found. Therefore, the first limita-
tion of this article is the authors’ limited knowledge
in presenting an overall picture of this subject. Sec-
ondly, other academic journals/magazines, practical
articles and reports are not included in this survey.
These would have provided more complete informa-
tion to explore the development of ANNs method-
ologies and applications. Thirdly, non-English
publications were not considered in this survey to
determine the effects of different cultures on the devel-
opment of ANNs methodologies and applications.
We believe that ANNs methodologies and applica-
tions in addition to those discussed in this article have
also been developed and published in other areas and
languages. Therefore, we prefer to consider that arti-
cles selected by this research are only part sampling
from ANNs researches and this could be cause
research errors on this research procedure and results.

(6) In addition, this research used SPSS Clementine data
mining functions under the Windows XP environ-
ment with Intel Pentium 4 2.2 GHz CPU and
8 GHz RAM. However, the system has some limita-
tion for data mining because a total of 110,080 data
items were implemented on the data mining. Due to
system limitations, this research could not integrate
more decision variables and levels for data mining,
and this may have limited the scope of classification
and clustering results from the data mining process.
Therefore, we suggest that more advanced IT infra-
structures could provide enhanced mining results. In
addition, different decision variables may provide dif-
ferent aspects for data mining. Finally, ANNs com-
prise a broad inter-disciplinary research topic. We
expect that further research could improve research
results and scope on ANNs development.

6. Conclusion

Based on a scope of 10,120 articles on ANNs, this paper
uses data mining approach including association rules and
cluster analysis to survey the ANNs through keyword clas-
sification and clustering based on articles from 1995 to
2005, exploring the ANNs methodologies and applications
development during that period. The four decision vari-
ables of keywords, author’s nationality, research category,
and year of publication, with a total of 110,080 data items
were implemented for data mining. This research shows
that some specific ANNs methodologies and applications
patterns could be extracted from mining results, which
describe the ANNs development over this period. In addi-
tion, this paper finds that different classification and
clustering results result from different data mining
approaches. Therefore, using more data mining approaches
for analysis could provide different explanations for ANNs
development.
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